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Abstract. We generalize several results on bounded analytic interpolation of
Fitzgerald and Horn, which work by majorization by positive definite ker-
nels, to the cases of several complex variables and operator-valued interpola-
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Szafraniec in the proofs of the theorems.
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1. Introduction

Throughout this paper, D will denote the (open) unit disc in C, H∞(D) the Hardy
space of bounded analytic functions inside the disc, and if U is an open subset
of C

n, then L2
a(U) denotes the Bergman space on U .

Modern bounded analytic interpolation theory began with the works of Pick
and Nevanlinna in the early part of the 20th century. Pick and Nevanlinna consid-
ered the following problem:

Question. Given N points z1, . . . , zN in the unit disc D and N complex numbers
w1, . . . , wN , when does there exist an analytic function f : D → D so that f(zi) =
wi for 1 ≤ i ≤ N?

This question was first answered in [5] and [6], as follows:

Theorem (Pick and Nevanlinna). There is a function f in H∞(D) with ‖f‖H∞(D) ≤
1 which satisfies the above interpolation criterion if and only if the matrix

(
1 − wiw̄j
1 − ziz̄j

)N
i,j=1
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is a positive semidefinite matrix. Furthermore, f is unique if and only if the rank
of the above matrix is strictly less than N .

Since then, a variety of interpolation problems has been investigated. Much
of the history is described in detail by Agler and McCarthy in [1]. However, we
shall focus our attention on some particular results of Fitzgerald and Horn which
are not discussed in the book of Agler and McCarthy. Fitzgerald and Horn solved
several interpolation problems in [2] and [3] by a repeated use of majorization by
positive definite kernels. The main point of this note is to underline the existence,
in many of their arguments, of a canonical Hilbert space which provides the domain
of factorization of the respective kernels. Nowadays, this technique, also known as
the realization theory of transfer functions, is widely used in the theory of electrical
engineering.

Definition 1. If X is a set, then a positive semidefinite kernel on X is a map
K : X ×X → C such that the inequality

n∑
i,j=1

K (xi, xj)λiλ̄j ≥ 0

holds for any finite sequence x1, . . . , xN of points inX and any sequence of complex
numbers λ1, . . . , λN of the same length. A positive semidefinite kernel K : X ×
X → C is called positive definite if K (x, x) �= 0 for every x ∈ X . If D ⊆ C

d is a
domain, then a sesquianalytic kernel on D is a map K : D×D → C so that K (z, ζ)
is analytic in z and anti-analytic in ζ. If a kernel K satisfies K (x, y) = K (y, x),
then K is said to be self-adjoint.

Note that for inequalities such as
n∑

i,j=1

K (xi, xj)αiᾱj ≥ 0

to make sense in general, it is necessary that K be a self-adjoint kernel, as other-
wise such sums need not be real-valued.

We begin by proving a well-known lemma, due to Kolmogorov [4], which we
will use as our main tool throughout this note.

Lemma 2 (Kolmogorov’s Factorization Lemma). Let X be a set and K : X×X →
C be a positive semidefinite kernel on X. Then there exists a Hilbert space H and
a map ψ : X → H such that K (x, y) = 〈ψ(x), ψ(y)〉 for all x, y ∈ X.

Proof. Let V =
⊕

x∈X Cx, where each Cx
∼= C. Define an inner product on V by〈

(vx), (wy)
〉

:=
∑
x,y

K (x, y)vxw̄y .

Since K is a positive semidefinite kernel, 〈·, ·〉 is a positive semidefinite bilinear
form. Let N = {v ∈ V : ‖v‖ = 0}. By the Cauchy-Schwarz inequality, if x, y ∈ N ,
then x ± y ∈ N as well, so N is a subspace of V . Therefore we may consider
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the quotient space V /N , on which the induced inner product is positive definite.
Now let H = V /N , the completion of V /N . For x, y ∈ X , set δxx = 1 and
δxy = 0 if x �= y. Then define ψ : X → H by ψ(x) = (δxy)y∈X + N . �

Remark. In the above lemma, ifX = D is a domain in C
d and K is a sesquianalytic

kernel, then ψ : D → H is holomorphic.

We can now use this lemma to prove several results in interpolation theory.

2. Main results

Proposition 3. Let S be a uniqueness set for the domain D ⊆ C
d, and let K1 and

K2 be two positive definite sesquianalytic kernels on the domain D so that the
inequality

n∑
i,j=1

K1(zi, zj)αiᾱj ≥
n∑

i,j=1

K2(zi, zj)αiᾱj (1)

holds for any finite sequence of points z1, . . . , zn ∈ S and any sequence of complex
numbers α1, . . . , αn of the same length. Then (1) holds for all z1, . . . , zn ∈ D .

Proof. Let H1 and H2 be Hilbert spaces, and let ψi : D → Hi (for i = 1, 2) be
such that Ki(z, w) = 〈ψi(z), ψi(w)〉, as in Lemma 2. Define

T :
∨
z∈S

ψ1(z) →
∨
z∈S

ψ2(z)

by ∑
i

αiψ1(zi) �→
∑
i

αiψ2(zi) .

By (1), T is well-defined and bounded, with ‖T ‖ ≤ 1. Now extend T to T̃ :
H1 → H2 in such a way that ‖T̃‖ ≤ 1 (for example, by setting T̃ (h) = 0 for
h ∈ (∨

z∈S ψ1(z)
)⊥).

Now define K̃2 : D × D → C by

K̃2(z, w) =
〈
T̃ψ1(z), T̃ψ1(w)

〉
.

Because K̃2 |S×S= K2, we may replace K2 by K̃2 |S×S in (1). With K̃2 in place
of K2, (1) holds on all of D because of the contractive property of T̃ . But K2 and
K̃2 agree on the uniqueness set S, so they must agree on all of D . �

Sometimes we are given a kernel K on a domain D which is known to be
positive semidefinite on a subdomain D ′. We may wish to know under which
conditions K is actually positive semidefinite on all of D . We isolate below a
condition that guarantees positive semidefiniteness on the full domain.
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Theorem 4. Let D ⊆ C
d be a connected open domain, let D ′ � D be a relatively

compact subdomain, and let S be a uniqueness set for D ′. Let K : D ×D → C be
a sesquianalytic kernel which is positive semidefinite on S×S. Then K is positive
semidefinite on D × D .

Proof. Let D ′ ⊆ U � D . We claim that S is a uniqueness set for the Bergman
space L2

a(U). To see this, take f ∈ L2
a(U). Then f |D′ is analytic, and so if f |S= 0,

then f |D′= 0. But D ′ is open in U , so f = 0 on U .
Let B : U × U → C be the Bergman kernel on U . Then, for each s ∈ S, the

function B(·, s) is in L2
a(U). Let W =

∨
s∈S B(·, s). We claim that W is dense in

L2
a(U). To see this, let f ∈ L2

a(U), and suppose f ∈W⊥. Then

0 =
〈
f,B(·, s)〉 =

∫
U

f(ζ)B(ζ, s) dζ = f(s)

for each s ∈ S. Hence f ≡ 0, and so W is indeed dense in L2
a(U).

Now pick a function ϕ ∈W , given by

ϕ(u) =
n∑
i=1

αiB(u, si) ,

where each si ∈ S and αi ∈ C. Since K is positive semidefinite on S ×S, we have∫
U×U

ϕ(u)ϕ̄(v)K (u, v) du dv ≥ 0 (2)

for any ϕ ∈ W . Since W is dense in L2
a(U), any function in L2

a(U) must also
have property (2) as well. In particular, (2) holds for all functions of the form
θ(u) =

∑n
i=1 αiB(u, zi), where z1, . . . , zn ∈ U and α1, . . . , αn ∈ C. But any finite

sequence of points in D lies in some such U . Hence K is positive semidefinite on
D × D , as desired. �

The following two theorems are modest generalizations of results by Fitzger-
ald and Horn in [2] and [3]. We again emphasize the novel proof technique making
use of Lemma 2.

Theorem 5 (Fitzgerald and Horn). Let D ⊆ C
d be a domain, and let K (z, ζ) be

a positive semidefinite sesquianalytic kernel on D . Let P be a set of points in D .
Suppose {wp}p∈P is a set of complex numbers. If

N∑
n,m=1

γnγ̄mK (zn, zm) ≥
∣∣∣∣∣
N∑
n=1

γnwzn

∣∣∣∣∣
2

(3)

holds for any finite sequence z1, . . . , zN ∈ P and for any sequence of complex
numbers γ1, . . . , γN of the same length, then there exists an analytic function v :
D → C such that v(p) = wp for all p ∈ P . Moreover, the inequality

N∑
n,m=1

γnγ̄mK (zn, zm) ≥
∣∣∣∣∣
N∑
n=1

γnv(zn)

∣∣∣∣∣
2

(4)
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holds for any finite sequence z1, . . . , zN ∈ D and for any sequence of complex
numbers γ1, . . . , γN of the same length.

Proof. By Lemma 2, there is a Hilbert space H and an analytic function ψ : D →
H such that K (z, ζ) = 〈ψ(z), ψ(ζ)〉. Then equation (3) is equivalent to

∥∥∥∥∥
N∑
i=1

γiψ(zi)

∥∥∥∥∥
2

≥
∣∣∣∣∣∣
N∑
j=1

γjwzj

∣∣∣∣∣∣
2

.

Define a linear map
L :

∨
p∈P

ψ(p) → C

by

L

(
n∑
i=1

γiψ(zi)

)
=

n∑
i=1

γiwzi .

We can extend L to L̃ : H → C by setting L̃(h) = 0 for h ∈ ( ∨
p∈P ψ(p)

)⊥.
Then L̃ is a bounded linear functional with ‖L̃‖ = ‖L‖ ≤ 1. Then by the Riesz
representation theorem, L̃(h) = 〈h, ξ〉 for some ξ ∈ H . Hence L̃ is analytic in the
variable h. Finally, set v(z) = 〈ψ(z), ξ〉. That the inequality (4) holds for any finite
sequence of points in D follows because ‖L̃‖ ≤ 1. �

The result can be extended to include the case of interpolation in several C
d

variables without making great changes. In the following, we show how this can
be done in the case of two C

d variables.

Theorem 6 (Fitzgerald and Horn). Let D1,D2 ⊆ C
d be domains, let K1(z, ζ) be

a positive semidefinite sesquianalytic kernel on D1, and let K2(z, ζ) a positive
semidefinite sesquianalytic kernel on D2. Let P be a set of points in D1 and Q
a set of points in D2. Suppose {wp,q}p∈P,q∈Q is a doubly indexed set of complex
numbers. If[

N1∑
n,m=1

γnγ̄mK1(zn, zm)

][
N2∑

n,m=1

δnδ̄mK2(ζn, ζm)

]
≥

∣∣∣∣∣
N1,N2∑
n,m=1

γnδmwzn,ζm

∣∣∣∣∣
2

(5)

holds for any pair of finite sequences z1, . . . , zN1 ∈ P and ζ1, . . . , ζN2 ∈ Q and
for any pair of sequences of complex numbers γ1, . . . , γN1 , δ1, . . . , δN2 of the same
lengths, then there exists v(z, ζ) on D1×D2 analytic in z and ζ such that v(p, q) =
wp,q for all p ∈ P, q ∈ Q. Moreover, the inequality[

N1∑
n,m=1

γnγ̄mK1(zn, zm)

][
N2∑

n,m=1

δnδ̄mK2(ζn, ζm)

]
≥

∣∣∣∣∣
N1,N2∑
n,m=1

γnδmv(zn, ζm)

∣∣∣∣∣
2

(6)

holds for any pair of finite sequence z1, . . . , zN1 ∈ D1 and ζ1, . . . , ζN2 ∈ D2 and
for any pair of sequences of complex numbers γ1, . . . , γN1 , δ1, . . . , δN2 of the same
lengths.
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Proof. By Lemma 2, there are Hilbert spaces H1 and H2 and analytic functions
ψ : D1 → H1, ϕ : D2 → H2 such that K1(z, ζ) = 〈ψ(z), ψ(ζ)〉1 and K2(z, ζ) =
〈ϕ(z), ϕ(ζ)〉2. Then equation (5) is equivalent to

∥∥∥∥∥
N1∑
i=1

γiψ(zi)

∥∥∥∥∥
2 ∥∥∥∥∥

N2∑
i=1

δiϕ(ζi)

∥∥∥∥∥
2

≥
∣∣∣∣∣
N1,N2∑
n,m=1

γnδmwzn,ζm

∣∣∣∣∣
2

.

Define a bilinear function

L :
∨
p∈P

ψ(p) ×
∨
q∈Q

ϕ(q) → C

by

L
(∑

γiψ(zi),
∑

δiϕ(ζi)
)

=
∑

γiδjwzi,ζj .

We can extend L to L̂ : H1 ×
∨
q∈Q ϕ(q) → C by setting

L̂
(
h,

∑
δiϕ(q)

)
= 0

for h ∈ ( ∨
p∈P ψ(p)

)⊥, and then we can extend L̂ to L̃ : H1 ×H2 → C by setting

L̃(h1, h2) = 0

for h2 ∈ ( ∨
q∈Q ϕ(q)

)⊥. Then L̃ : H → C is bilinear and bounded with ‖L̃‖ =
‖L‖ ≤ 1. If we fix h2, then by the Riesz representation theorem we have L̃(h1, h2) =
〈h1, ξh2〉1 for some ξh2 ∈ H1. Hence L̃ is analytic in the first variable. We can also
fix h1, and by the Riesz representation theorem we have L̃(h1, h2) = 〈ρh1 , h2〉2
for some ρh1 ∈ H2. Similarly, L̃ is analytic in the second variable. Finally, set
v(z, ζ) = 〈ψ(z), ξϕ(ζ)〉1 = 〈ρψ(z), ϕ(ζ)〉2. That the inequality (6) holds for any pair
of finite sequences of points in D1 and D2 follows because ‖L̃‖ ≤ 1. �

Remarks. There are many possible generalizations of these theorems. We present
a few here that will be necessary to prove our next theorem:

1. The proof holds mutatis mutandis for more than two variables.
2. The result also holds if we replace D2 (for instance) by a discrete set, although

the notion of analyticity is lost in this case.

Next, we extend the ideas used so far to the problem of bounded operator
valued analytic interpolation.

Theorem 7. Let D ⊆ C be a domain, and let K (z, ζ) be a positive semidefinite
sesquianalytic kernel on D . Let P be a set of points in D . Suppose {Tp}p∈P is a
set of bounded linear operators on �2(N). If

N∑
n,m=1

γnγ̄mK (zn, zm) ≥
∥∥∥∥∥
N∑
n=1

γnTzn

∥∥∥∥∥
2

op
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(where the subscript “op” denotes the operator norm) holds for any finite sequence
z1, . . . , zN ∈ P and any sequence of complex numbers γ1, . . . , γN of the same length,
then there exists an analytic function f : D → L(�2(N)) such that f(p) = Tp for
all p ∈ P .

Proof. Let u = (u1, . . . , uN1 , 0 . . .) and v = (v1, . . . , vN2 , 0, . . .) be two finitely
supported sequences in �2(N). Then, for any finite sequences z1, . . . , zN3 ∈ P and
γ1, . . . , γN3 ∈ C of the same length, we have

‖u‖2‖v‖2
N3∑

n,m=1

γnγ̄mK (xn, xm) ≥ ‖u‖2

∥∥∥∥∥
N3∑
n=1

γnTzn

∥∥∥∥∥
2

op

‖v‖2

≥
∣∣∣∣∣
〈
N3∑
n=1

γnTznu, v̄

〉∣∣∣∣∣
2

.

Now, realizing that〈
N3∑
n=1

γnTznu, v̄

〉
=

N1,N2,N3∑
i,j,n=1

uivj〈Tznei, ej〉

and interpreting ‖u‖ as

‖u‖ =
N1∑
i=1

uiūjδij ,

where δij is the Kronecker δ kernel on the discrete set N (and similarly for v),
we apply the generalization of Theorem 6 to find an interpolating function f :
N × N × D → C having f(i, j, p) = 〈Tpei, ej〉 for every p ∈ P . Clearly, for each
z ∈ D , f defines a linear operator on �2(N) by

Fz =
∞∑

i,j=1

f(i, j, z) ei ⊗ ej ,

and F , by Theorem 6, must satisfy

‖u‖2‖v‖2K (z, z) ≥ ∣∣〈Fz(u), v̄
〉∣∣2 (7)

for any finitely supported u, v ∈ �2(N). Moreover, as finitely supported sequences
are dense in �2(N), inequality (7) holds for arbitrary u, v ∈ �2(N), thus showing
that

‖Fz‖2
op ≤ K (z, z) .

Furthermore, F is weakly analytic (and therefore analytic) because each f(i, j, ·)
is analytic. �

Fitzgerald and Horn in [2] and [3] use these results to derive various other
interpolation results. The interested reader may wish to refer to the original papers.

Another theorem that Fitzgerald and Horn prove in [3] is the following. In
the next statement, we simplify their proof and, at the same time, extend the
result to higher dimensions.
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Theorem 8. Let n ≥ 1 be an integer. Let D ⊆ C
n be a domain, and let K (z, ζ)

be a sesquianalytic kernel on D . Suppose that S is a dense subset of D and that
f : S → C satisfies

3∑
i,j=1

αiᾱjK (zi, zj) ≥
∣∣∣∣∣

3∑
i=1

αif(zi)

∣∣∣∣∣
2

(8)

for all z1, z2, z3 ∈ S and α1, α2, α3 ∈ C with α1 + α2 + α3 = 0. Then there is
a (unique) continuous function F : D → C so that F |S= f . Furthermore, F is
analytic on D .

Proof. Since S is dense in D , there can only be at most one such continuous
function F extending f . We now show existence of a continuous function. Let
x ∈ D be arbitrary, and let {xn} be a sequence in S converging to x. Let ε > 0.
Since {xn} is a Cauchy sequence, there exists an integer Nε so that whenever
n,m > Nε,

|K (xn, xn) − K (xm, xn)| < ε

2
. (9)

We now apply (8) with α1 = 1, α2 = −1, α3 = 0, z1 = xn, and z2 = xm. Then
by (9), we have

|f(xn) − f(xm)| ≤ |K (xn, xn) − K (xm, xn) − K (xn, xm) + K (xm, xm)| < ε

whenever n,m > Nε. Therefore {f(xn)} is a Cauchy sequence, so we may define

F (x) = lim
n→∞ f(xn) ,

which is easily checked to be well-defined. Since F is continuous on a dense subset
of S and is defined by limiting values elsewhere, F is indeed continuous on all
of D .

We now show that the extension function F is in fact analytic on D if n = 1.
Fix z1 ∈ D ; we must show that F is differentiable at z1. To do this, it suffices to
show that (F (z1)−F (z2))/(z1−z2) tends to a unique finite limit as |z1−z2| tends
to zero. It suffices to show that∣∣∣∣F (z1) − F (z2)

z1 − z2
− F (z1) − F (z3)

z1 − z3

∣∣∣∣
tends uniformly to zero as |z2 − z1| and |z3 − z1| tend to zero. We can rewrite this
last expression as∣∣∣∣

(
1

z1 − z2
− 1
z1 − z3

)
F (z1) +

−1
z1 − z2

F (z2) +
1

z1 − z3
F (z3)

∣∣∣∣
=

∣∣∣∣ z2 − z3
(z1 − z2)(z1 − z3)

F (z1) +
−1

z1 − z2
F (z2) +

1
z1 − z3

F (z3)
∣∣∣∣ . (10)

We can set

α1 =
z2 − z3

(z1 − z2)(z1 − z3)
, α2 =

−1
z1 − z2

, α3 =
1

z1 − z3
.
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Then application of the triangle inequality and equation (8) (and the fact that K
is sesquianalytic) imply that∣∣∣∣F (z1) − F (z2)

z1 − z2
− F (z1) − F (z3)

z1 − z3

∣∣∣∣ → 0

as z2 and z3 tend to zero. Hence F is analytic in the case of n = 1.
Now suppose n > 1. If we replace f by F , then (8) holds for all z1, z2, z3 ∈ D

and α1, α2, α3 ∈ C with α1 +α2 +α3 = 0. Let z1 = (z(1)
1 , . . . , z

(n)
1 ) be an arbitrary

point of D . To show that F is analytic at z1, fix z(1)
1 , . . . , z

(i−1)
1 , z

(i+1)
1 , . . . , z

(n)
1 . Let

D
(i)
z1 be the connected component of {w ∈ C : (z(1)

1 , . . . , z
(i−1)
1 , w, z

(i+1)
1 , . . . , z

(n)
1 ) ∈

D} containing z1. Then D
(i)
z1 is a domain in C. Since (8) holds for F on D

(i)
z1 , F is

analytic at z1 in the ith variable. Then by Hartogs’s Theorem (see page 28 of [9]),
F is analytic at z1 in all variables. Hence F is analytic on all of D , as desired. �
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